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Experimenting Kolmogorov-Smirnov test for two samples
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1) compare a distribution of some observable for a data sample with a theoretical distribution (that should describe 

the population of origin) with the aim … 1) to verify the hypothesis that the population from which the data are sampled is 

effectively the one under exam (for instance verify the normality of a variable), … 2) (in goodness-of-fit testing), to compare 

the data distribution with the model used in the fit [in a modified version though ] (it is not used much in practise)

2) compare the distributions of some observable for two data samples with the aim ….

… to verify that both data samples are coming from the same population

(this is a common use of the test, as in the following example!)

Kolmogorov-Smirnov test - I
The Kolmogorov-Smirnov test  is a method of the Statisticsl Analysis that allows to:

The plot on the right shows training and testing samples (for signal & background) 
for the output of a BDT classifier and shows the values of the Kolmogorov-Smirnov 
test for the compatibility of the two distributions for each category (sig or bkg), 
namely the compatibility of the training and testing classifier output histograms.
The KS test results represent how well the trained classifier describes the test sample.
If the values are low (because discrepancies between a pair of corresponding histograms
are relevant) the classifier is considered overtrained, which means that it is biased for 
the particular training sample and does not describe describe the testing sample well.
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Kolmogorov-Smirnov test - II

To be precise, the Kolmogorov-Smirnov test is a non-parametric test developed for two data samples by Smirnov in 1939, 
on the basis of Kolmogorov’s considerations in 1933 concerning the comparison of one data sample with an underlying 
distribution (see the example below where … an Empirical CDF for a supposedly gaussian random variable is compared with a Gaussian CDF).  

Kolmogorov considered the maximum absolute value 
of the deviation beyween the ECDF 𝐹 𝑥 and a CDF Φ(𝑥):

𝛿 = 𝑚𝑎𝑥 𝐹 𝑥 − Φ(𝑥) ≡ 𝑚𝑎𝑥 𝛿(x)

It can be demonstrated that if the hypothesis to be verified 
is true, then the probability to randomly obtain a value of 𝛿
not lower of a positive earlier chosen quantity 𝛿- would be 
given by :

𝑃(𝛿 ≥ 𝛿-) = 𝐹01(𝛿2-) with
𝛿2- = 𝑁 + 0.12 +

0.11
𝑁

𝛿-

The test is approximate but can be used already 
for small sizes of the samples (𝑁 ≥ 5). 

𝐹01 𝑧 = 2;
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The use of KS-test for goodness-of-fit purposes, i.e to compare the data distribution with the model used in the fit 

(parametric model with parameters estimated from the data sample itself) is believed to be wrong.

For instance check this link (https://asaip.psu.edu/articles/beware-the-kolmogorov-smirnov-test):

Kolmogorov-Smirnov test - warning if used for goodness-of-fit

Modified versions of the KS-test are possible to build a correct goodness-of-fit. 

In HEP KS-test it is not much used in practise/literature for goodness-of-fit.
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Exercise

We are going to use the KS-test in ROOT to compare two samples derived (by means of RooFit) of an identical Gaussian PDF.

The prepared simple macro KS_test.C will be executed as follows:

We’ll go throughout the macro code in next slides.
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PDF-1 & PDF-2 are identical here

(of course you can try a different PDF-2)

SDAL / A.P.-5



Sample 1 generated from PDF-1 with seed1

Sample 2 generated from PDF-2 with seed2

Running the code several times (changing 
everytime generation seeds) provides a KS 
probability value mostly between 0.5 and 1.
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h1
h2

(seed1=1000)
(seed2=1010)

The result is:

If you try the Voigtian (already implemented) vs Gaussian (even trying to adjust widths), the KS-probabilities will be 0

Notes: If you run with seed1=seed2 … the KS-probability will be 1 (as expected)!
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Homework

Try a Crystal ball against a Gaussian (they have to share mean and sigma and thus differ just by the tail).
To get non null probabilities try a very small tail.

Note: since histograms are normalized by generating the same number of events, 
generate the Crystal Ball with a number of events slightly larger than the Gaussian 

(about the number of events in the tail) so that the core Gaussian has the same area of the reference Gaussian  

Note: according to the material at this link (https://wwwcdf.pd.infn.it/labo/twoup7.pdf)  …
the KS-test is very sensible to differences in the central regions of data (around the mean value of the distributions)
[ this is something that we will experience in the Part II (see next slides) ], while it is not very effective in discriminating
between two distribution that differ significantly only in their tails.
After executing the homework above - in the classroom - we found that it is not really true by comparing a Crystal Ball       
with a Gaussian (the former sharing the same parameters of its core Gaussian with the latter) and trying very small tails.
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Further exercise - PART II

We are going to use the KS-test in ROOT to compare two samples derived (by means of RooFit) of an identical Gaussian PDF.
We now generate - in a loop - 200 pairs of samples from the Gaussian and we plot the histogram of the KS values.
We also want to investigate the dependency of this distribution from binning effects.

The prepared simple macro KS_test_loop.C will be executed as follows:

We’ll go throughout the macro code in next slides.
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for loop

initialization before loop

filling the histograms with KS-values
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seed1 goes from 1000 to 1995

seed2 goes from 2000 to 2995



400bins 200bins 100bins

KS-prob KS-prob KS-prob

For the same 1M generated events, reducing the number of bins seems to provide more robustness (less prone to fluctuations) 

Using this macro we get: 
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