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For any set X, a finite partition   

                      α = (A1, A2, A3,…,An)  

is a  covering of X by disjoint subsets (the “atoms” of α). 

 

    When  X = (M, M, μ) , i.e. a probability space, and the 

atoms  Ak   are in M, a partition represents a probabilistic 

experiment with outcomes {Ak} , k=1,2,…,n, having 

probabilities μ(Ak ). 

Why Partitions? Why Rohlin’s Distance? 

 

   The interesting case: 

   When  X = (M, M, μ) , i.e. a probability space,  

   and the atoms  Ak  are in M, a partition represents  

   a probabilistic experiment with atoms {Ak} , k=1,2,…,n, 

   as outcomes having probabilities μ(Ak ). 

 



                   
  For instance, if X = (1,2,3,4,5,6) are the points-events 

  of a die, the partition  

     α= ({1,3,5}, {2,4,6})  
  represents the odd-even experiment,   

  the partition  

     β = ({1}, {2,3,4,5,6})  
  the “1” or “not-1” experiment, etc.  

  The special partition ν = (X) is the unit experiment  

  (something always happens, information 0). 

   In finite spaces, also the Ɛ partion into single points 

   may be considered. Here, Ɛ =  {(1),(2),(3),(4),(5),(6)}  

       



     The Shannon’s Entropy of a partition: 

Partitions and Entropy 

     It is the mean information necessary to know  

the results of an experiment 



         The conditional Shannon’s Entropy 

   For any two partitions α  and β, the conditional 

entropy H(α|β) is the residual incertitude about α  

when the result of β is known 



o 

  The “Partition Space” Z  is the set of all finite 

measurable partitions. The Rohlin’s distance dR 

is  a metrics in Z  given for any couple of 

partitions α and β by the simmetrized 

conditional entropy 

    

 

Rohlin’s Distance in Z  

dR(α,β) = H(α|β) + H(β|α) 

 

It is an index of “non-similarity” 



 

       
    In order to compute distances, it is useful or 

necessary to exploit some algebraic  features 
    of Z 

    First, there is a partial order :  

     α < β means that β refines α.  

                      

                                   < 

  

Algebra on partitions 



   γ = α∨β  (or simply γ = αβ) is the minimal 

partition refining both α and β  

 

                    ∨            =  

 

 It is a “minimal common multiple” :   

  (Its  atoms are non empty intersections of the 

factors atoms) 

Composition, or pseudo-product 



 σ = α∧β is the maximal sub-partition of  

 both α and β, i.e. their  

           “maximal common factor” 

 

                  ∧                    = 

 

 

 

    

  

 

Intersection 

  An useful formula: dR(α,β) = 2H(αβ) - H(α) - H(β) 



    

The Reduction Process 

 

It is possible to amplify the non-similarity between partions 

by erasing as far as possible the common sub-partitions,  

or factors.  

  This process is not univocal, because the factorization  

into “prime factors” is not uniquely defined. 

Dicothomic sub-partions may be considered as “prime”  

(i.e. indecomposable) factors, but they are  

extremely redundant: 

2N-1 -1 for an N-atoms partition. 

 



 A “good” family E(α)  of dichotomic factors αk is well defined if: 

Elementary Factors 

   i  –  E(α) may be defined for every α  

   ii  – there are as many αk as atoms in α  

   iii – V1
N αk = α 

The universal choice: αk = (Ak,Ak
c ) 

There are alternative choices in particular cases 



 For every α and β, E(α) and E(β) are defined. 

 Let   σ =  α ∧ β .  

  Recipe: 

 i - Drop from E(α) the factors αk   such that  αk ∧ σ  ≠ ν .  

 ii - Let  α’k  be the surviving factors of α. 

  ( Same procedure for β : let  β’j  be the surviving factors  

    of  β ) 

 iii – Define  the reduced partitions α’ and β’ as  

              α’  = Vk α’k   and    β’ = V1
N β’j  

Reduction 

It follows:     dR(α’,β’) ≥ dR(α,β) ,  i.e. amplification 



Elementary Factors and Intersection 

(From E.Agliari, M.Casartelli, E.Vivo, J.Stat.Mech.(2010)).       And then….   



 

 The result of the reduction  process; 
(note that there appear non-connected atoms)  

                     



 

Another example 
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The method can be applied to the evolution in arbitrary 

Configuration Spaces, e.g. for Ising Models on graphs, 

Sandpiles, or Cellular Automata in general.  

Configurations must be projected  in the Partitions Space  

of the supporting structure (the set of site labels) 

Ingredients:  
X = (M, M, μ) 

An alphabet K 

The Configuration Space C(M) 
The Partition Space Z(M) obtained  

 from: C(M)       Z(M) 



There are many partial results 

 

There are partial algebraic results,  

valid also on arbitrary graphs 

 

 

 

 

 

Example :  

 

The necessary and sufficient condition in order to have  an 

amplification of the Rohlin’s distance is that, in the 

intersection σ = α∧β ,  there exist at least two simple 

atoms from the same partition and at least one atom which 

is composed for a partition and simple for the other one. 

 
(From E.Agliari, M.Casartelli, E.Vivo, J.Stat.Mech. 2010) 

 

 

 

 

 



 

 

       

Partitions originated from connected homogeneous 

subsets can play a special role. In such cases, the 

geometric structure of the support can allow for an   

alternative approach to the reduction process, with a 

different choice of the elementary factors. 

Finite one-dimensional strings of characters, such as 

CGTUGTTGUUUCT 

suggest the right choice of the elementary factors, 

exploiting the natural order of the site labels  {1,2,3,…,L} 



The projection Φ : C →Z 

From  

a =    (a1,a2, a3, …., aL)  = (F F G G G H F F F F)  

to        

α = Φ(a) = (A1,A2,A3,A4) =  ((1 2),(3 4 5),(6),(7 8 9 10)) 

 

 

 
A probability measure  μ  on the subset-algebra M of M is given by 

the normalized number of sites in each subset:  

   in the example:   probabilities associated to α  are  

                               (2/10, 3/10, 1/10, 4/10).   

Important:  Such a probability is exclusively based on the structure 

of the text.  Remember that homogeneous segments are 

meaningless in themselves. 



The 

The one-dimensional strings peculiarities naturally lead to 

the analysis of DNA and RNA sequences as “texts”, 

provided that: 

-They are homogeneous (same length) 

- Time evolution is a meaningful problem for them. 

 

There exist several biological contexts where such 

features apply and our method can work.  

  

                          We have chosen one…. 

 



Influenza A H3N2 



Focus on Hemagglutinin: why?   



 

From Public Databases…. 

A virus is isolated and its Hemagglutinin is sequenced and put in 

public databases with a label indicating type, place and time 

The H squence is a word of ~ 400 letters taken from an alphabet of 20 

letters, each indicating one amminoacid. 

 





 

Evolution and metric properties 

-  How different are the sequences? 

   Which mutations are relevant, causing reinfection? 

 

- Can one characterize the evolution, generated by         

interaction with the immune system? It is continuous or   

punctuated? It is a “drift”?Is it possible to identify regularities 

and use them to predict   the next prevailing strain? 

 

-The general idea is that the information encoded in the 

sequence is strictly related to the properties of the 

corresponding biological structure  

 

 



Assume that 

a, b, c, …. are sequences of fixed length L : 

                   a = (a1,a2, a3, …., aL) ,  

( where  aK is in K, the alphabet of aminoacids) 

Their set is the   

 

     

 

over  M, the set of site labels (1,2,3, …., L)  

Configuration (or State) Space C  ≡ C (M ) 



 

 

  An obvious (and widely used) metrics  in C  is  dH (a, b),  

   the  Hamming Distance : 

                      dH (a, b) = ∑k (1- δ(ak, bk)) 

   (It simply counts the number of sites with different 

symbols, ignoring correlations…) 

 Recent improvements:  

 - Inequivalent labels (only epitopes are considered…) 
      (Deem, Vaccine 2010, PRL 2007) 

 - Weights on couples of symbols, from frequencies in 

historical series (Miyata metrics) 

 

 

 

 

Previous and current approaches… 



 

Another (biochemical) approach… 



 

Rohlin’s Distance for the Influenza  

Amminoacids Sequences  

 
We need a projection Φ : C →Z   
The partition atoms are individuated by homogeneous (i.e. 
same character) segments in the sequence:  
i.e. from  

a =    (a1,a2, a3, …., aL)  = (F F G G G H F F F F)  

to        

α = Φ(a) = {A1,A2,A3,A4} =  {(1 2),(3 4 5),(6),(7 8 9 10)} 

 
In this case, the convenient elementary factors of E(α)  

are :   

                αk = {(A1UA2…UAk) , (Ak+1U…UAN)}   

 

  



 

Probability 

A probability measure  μ  on the subset-algebra M of M is 

given by the normalized number of sites in each subset:  

in the previous  example:   probabilities associated to α are 

  

                               (2/10, 3/10, 1/10, 4/10).  

  

Important:  Such a probability is exclusively based on the 

structure of the text.  Remember that homogeneous 

segments are biologically meaningless in themselves. 

 

This is a “degre zero” approach (true black box analysis).  

(Alternative possibilities are in progress…) 



 

   Examples  (with L = 10)  

 a=(a1,a2, a3, ….,aL) = (F F G G G H F F F F ) 

 b=(b1,b2, b3, ….,bL) = (H H H F F G G G G G) 

 α = Φ(a) = ((1 2),(3 4 5),(6),(7 8 9 10)) → (1,3,6,7) 

 β = Φ(b) = ((1 2 3),(4 5),(6 7 8 9 10)) → (1,4,6) 

 

 



“reduction process π” on couples of partitions 

 for alphabetical strings 

 Remembering the process π: (α,β) → (α’,β’)  
 which amplifies the Rohlin’s Distance by erasing as far as  
possible the common sub-partitions, only in the case of 
character strings, with the left border representation above, 
the reduction process of partitions corresponds to the  
      
           cancellation of common left borders k > 1.  
 
 
 



 
      α = Φ(a) → (1,3,6,7) ; prob=(2/10, 3/10, 1/10, 4/10)     

      β = Φ(b)  → (1,4,6) ;   prob=(3/10, 2/10, 5/10) 

      α’= (1,3,7)  ;                prob = (2/10, 4/10, 4/10) 

      β’=(1,4)      ;                prob = (3/10, 7/10) 

 

      dR(α,β)=0.1541097;    dR(α’,β’)=0.38822625 

 

    warning: reduced partitions do not correspond to real  
sequences! 

α 

β 

α’ 

β’ 



 

 
Matrices of Distances and Clustering 

 

   Hik = dH(ai,ak)         

   Rik = dR(αi, αk)  
   R’ik = dR(α’i, α’k) (this is the relevant one!) 
 
These matrices regard the whole set of N=824 sequences, 
each of them with its sampling date (including the WHO’s 
ones) 
 
A clustering method is applied (complete linkage 
hierarchical algorithm ) with the number p of clusters as 
an external parameter. 
        
 



 

Clustering, as they appear vs. time 



 

Looking for the next prevailing strain: the Buds 



      

 

Variable Time Window in the Data Sampling 



Again and again….. 



 

Looking again… 



 

Robustness of the results 

With respect to the considered time window ( ok ) 

 

With respect to the clustering parameter p  ( ok ) 

 

With respect to label permutations (ok ) 

 

With respect to the type of influenza and the geographical 

area   (in progress, but ok…) 



 

Example: how to choose the p parameter in clustering 



 



 

N 

Our experimental p coincides with the number of 

strains indicated by the WHO in the same period 



 



      

     


